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ABSTRACT: The cross-ring sulfur−sulfur bond for seven R′RP(NSN)2PRR′
molecules 1a (R = R′ = Me), 1b (R = R′ = Ph), 1c (R = R′ = Et), 1d (R = Cl,
R′ = CCl3), 1e (R = R′= Cl), 1f (R = R′ = F), and 1g (R = R′ = H) has been
scrutinized by a topology analysis for a bond descriptor based on the kinetic
energy density, supported by a fragment-based bond energy analysis. Contrary
to a regular disulfide bond, the cross-ring connection is only a secondary electron-sharing bond, about half as strong as a common
S−S linkage. The regular disulfide bond itself is best described as a charge-shift bond. These analyses are based on results
obtained from B3PW91/def2-TZVP density functional calculations.

■ INTRODUCTION
The importance of being bonded is the title of a fairly recent
commentary in which Rzepa embarks on a descent into the
world of a molecule and explores the electronic phenomenon
commonly known as the chemical bond.1 His captious
interrogation of the opening statement that “all chemists
when asked would probably say that they ‘know a bond when
they see one’” summarizes if not the nature then the crux of
chemical bonding  it now seems that the chemical bond is
better described as noumenon rather than as phenomenon.2,3

Rzepa begins his exposition with the fundamental distinction
between structure and bonding and soon arrives at the idea of
aromaticity  a property that not only has sustained essential
developments in organic chemistry but also has gained
increased recognition in inorganic chemistry. He then chooses
a variety of approaches out of the rich arsenal of methodologies
available to illustrate the complexity of this topic, ranging from
Lewis structures and molecular orbital approaches to density-
based descriptions and spectroscopic fingerprints. His illus-
trations are based on one single inorganic molecule,4 an
epitome of the group of diphosphadithiatetrazocines 1,5-
R2P(NSN)2PR2 (1). Although initially represented as planar
ring structure 2, X-ray analysis revealed the folded structure 1,
which implied some cross-ring sulfur−sulfur interaction.

This intriguing class of molecules not only caught Rzepa’s
attention as a perfect example to illustrate a bonding
conundrum but continues to challenge researchers in general

 not too long ago, the bonding in diphosphadithiatetrazo-
cines 1 received renewed attention,5 and Chivers and co-
workers recently extended the cast of 1,5-R2P(NSN)2PR2

compounds by yet another representative (R = Cl).6 The
researchers not only introduced a new member of the
diphosphadithiatetrazocine family, but they also employed
established computational methodologies and provided argu-
ments that support the newly proposed bishomoaromatic
character5 as well as the through-space bishomoconjugation in
the eight-membered ring of 1,5-R2P(NSN)2PR2 molecules.
Rzepa’s point-by-point presentation makes it clear that the

quest for chemical bonding strongly depends on the definition
of the term itself and on the selected target group of atoms
within a molecule, which might or might not be considered to
engage in chemical bonding. Yet, for diphosphadithiatetrazo-
cines 1 it was the apparent existence of a cross-ring sulfur−
sulfur bond, suggested by NMR and Raman spectroscopy, and
confirmed by an X-ray structural determination, that was
recognized as the most exhilarating feature of this new class of
compounds.4 Although an omnipresent structural motif, the
disulfide linkage itself is rather flexible and not easily classified
by a characteristic sulfur−sulfur bond energy; combining
experimental and theoretical results, Denk recently established
a disulfide bond-strength range from 170 up to 330 kJ/mol.7

Thus, the question whether the transannular S−S interaction
classifies as a bond or even as a chemical bond constitutes the
central theme of the present work. We use established as well as
newly developed methodology to put this problem into proper
perspective, and it is hoped that this extension of a basic theme
might provide some new ideas for the resolution of some
unsolved old problems.
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■ BACKGROUND

Before we proceed with a discussion of our results, we set the
stage and present some essentials of the selected class of
molecules and of the chosen methods of bond analysis. The
reader who is familiar with R2P(NSN)2PR2 molecules, with
bond descriptors based on the kinetic energy density, and with
fragment-based bond energy analyses, might want to skip to the
end of the corresponding sections.
On Diphosphadithiatetrazocines. Diphosphadithiatetra-

zocines R2P(NSN)2PR2 are eight-membered rings that may be
envisioned as amalgam of the archetypical cage-compound
S4N4 and monocyclic cyclotetraphosphazenes (R2PN)4.

6 The
first representative, 1,5-(CH3)2P(NSN)2P(CH3)2 1a, was
isolated and characterized in 1982 as decomposition product
of the six-membered ring (Me2PN)(SN)2, which in turn was
obtained when reacting the cage molecule S4N4 with
Me2PPMe2.

4 Although initially envisioned as an inorganic
example of an aromatic ring system, a crystal structure
determination revealed its folded arrangement. Shortly after,
the solid state structure of a second specimen of this new class
of compounds, 1,5-(C6H5)2P(NSN)2P(C6H5)2 1b, was re-
ported.8 As a consequence of their folded bicyclic ring-
structure, derivatives of diphosphadithiatetrazocines, in which
the two substituents on phosphorus differ, form various
structural isomers, and improved syntheses for molecules of
the type 1,5-RR′P(NSN)2PR′R led to the crystal structure
determination of two more representatives with R = R′ = Et 1c
and R = Cl, R′ = CCl3 1d.

9 Although by now well-established,
the extension of the family of diphosphadithiatetrazocines
molecules, such as Cl2P(NSN)2PCl2 1e,

6 and an exploration of
their underlying bonding motifs5,6 continue to receive well-
deserved attention.
On Kinetic Energy Density Descriptions of Chemical

Bonding. The richness in bonding is one of the reasons why a
chemical bond is not as clearly defined as one would wish, but if
a chemist were asked to name the quintessential chemical bond,
the answer would most likely point to the covalent bond. A
covalent bond results from electron sharing between two or
more atomic centers, and the driving force of covalent bonding
is a lowering of the quantum kinetic energy density.10 Thus,
concepts built on the kinetic energy density appear to be most
appropriate for an analysis of chemical bonding. One such
function that is based on local kinetic energy densities and that
evaluates their chemical content became known as localized
orbital locator ν(r).11 The kinetic energy density of electrons
within a molecule τ(r) is put in relation to that of the uniform
electron gas τ0(r), and the function ν(r) maps values of the
ratio τ0(r)/τ(r) onto the finite range 0 ≤ ν(r) ≤ 1. A ν(r)-value
of 1/2 corresponds to regions where the local kinetic energy of
the electrons resembles that of the uniform electron gas,
whereas regions with larger ν(r)-values are characterized by
relatively slow moving electrons. This then implies a reduction
in kinetic energy density and might be interpreted as indicative
of covalent bonding.
The function ν(r) has been successfully used in the

characterization of prototypical12 as well as atypical13 chemical
bonds and continues to receive increased recognition as a
valuable approach to bond analysis.14 Furthermore, a gradient
path analysis of the scalar field of ν(r), which classifies as a
quantum chemical topology (QCT) approach,15 reveals distinct
patterns that can be related to particular aspects of chemical
bonding.16 Bader has pioneered QCT for the charge density

ρ(r) as a function of interest, culminating in the theory of
Atoms in Molecules (AIM),17 but shifting the emphasis onto the
kinetic energy density leads to a fundamentally different
description of chemical bonding: while methods based on
ρ(r) deduce the presence of a chemical bond from answers to
the question where electrons are, ν(r) methodologies are based
on answers to the question where electrons stay.

On Fragment-Based Bond Energy Analyses. The idea
that a chemical bond results from the electronic interaction of
certain fragments is intuitively clear to chemists, but it
inherently incorporates some bias, since the selection of
suitable fragments is not unique. Hence we briefly outline
our chosen approach of bond fragmentation.
The primary contribution to the energy of a chemical bond

within a molecule arises from the interaction of two fragments
that both possess the local equilibrium geometry of the final
molecule and that both have an electronic structure suitable for
bond formation; the energy associated with such a process is
referred to as bond snapping energy BEsnap.

18 The bond energy
BE is obtained when the bond snapping energy BEsnap is
adjusted by the so-called preparation energy ΔEprep, that is, BE
= BEsnap − ΔEprep. Here, ΔEprep summarizes the energy
required to set up the fragment for bond formation; it involves
the deformation energy when the optimized ligand framework
adopts the geometry of the final molecule, and, if required, the
promotion energy from the electronic ground state of the
fragment to the electronic valence configuration suitable for
bond formation.
To reiterate, the scheme presented here shares with other

methods of analysis a certain degree of arbitrariness, since the
bonding picture that it provides depends on the choice of
fragments used to describe the formation of a resulting entity.
But what appears as weakness might be also seen as strength
since it calls for and allows the use of elementary ideas and
patterns a chemist is familiar with. For the interested reader, we
refer to a recent paper, in which further aspects of fragment-
based bond analyses are elucidated, and unification of charge
and energy decomposition schemes for bond analyses is
achieved.19

■ RESULTS AND DISCUSSION
The folded arrangements of the seven R′RP(NSN)2PRR′
molecules 1a (R = R′ = Me), 1b (R = R′ = Ph), 1c (R = R′ =
Et), 1d (R = Cl, R′ = CCl3), 1e (R = R′ = Cl), 1f (R = R′ = F),
and 1g (R = R′ = H) constitute the core elements of the
present work; the structures of compounds 1a−1d have been
determined by X-ray analysis,4,8,9 and 1e represents the latest
addition to the group of diphosphadithiatetrazocines.6

Quantum chemistry computations for the unknown fluorine
analogue 1f have already been carried out to assess the
influence of electronegative substituents on the structure of the
eight-membered rings,6 and 1g has been added as the simplest
model compound. In addition, the set of molecules has been
extended to the corresponding planar dicationic ring systems
2a2+−2g2+, motivated by the X-ray structure of a planar P2N4S2
ring, reported by Chivers and co-workers.20 Figure 1
summarizes the structural arrangements of all chosen
molecules.
The computations that constitute the basis for the results

presented and discussed are based on density functional theory
(DFT), and by now, a plethora of density functionals is
available for electronic structure calculations. The reproduction
of experimental results often serves as criterion to judge the
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performance and applicability of a chosen functional, and we
thus begin with a brief discussion of optimized diphosphadi-
thiatetrazocine minimum geometries.
The Cross-Ring Sulfur−Sulfur Separation. The first

structural determination of diphosphadithiatetrazocine systems
by DFT revealed important methodological aspects:21 Hyper-
GGAs, chosen from the fourth rank of Jacob’s ladder of density
functional approximations,22 in combination with extended
basis sets are a suitable choice for describing neutral
R2P(NSN)2PR2 molecules. But B3LYP is no synonym for
DFT,23 and in the current work, the relevant geometries are
based on Becke’s original hybrid-formulation B3PW9124 in
combination with a balanced triple-ζ basis (def2-TZVP).25

The putative sulfur−sulfur bond is at the center of the
present work and values for the transannular S···S separation
d(S···S) from current and previous computational work are
collected in Table 1.
The data presented in Table 1 confirm the previous

observation that a well-balanced basis set is crucial for the
proper description of any sulfur−sulfur bond in diphosphadi-
thiatetrazocines. Variation in basis set might cause a bond
distance change in the range of 10−20 pm (compare entries 1
and 2, and entries 4 and 5). Furthermore, calculations that
employ basis sets of comparable quality but utilize different
hyper-GGAs might result in d(S···S) values that differ by about
10 pm (compare entries 1 and 3). Also included in Table 1 are
d(S···S) data obtained from crystal structure determinations.
The computational approach chosen for the production runs of
the current contribution produces sulfur−sulfur separations
that are in fine agreement with experiment (compare entries 1
and 3), which establishes a trustworthy basis for further
analyses.
The Strength of the Cross-Ring Sulfur−Sulfur Inter-

action. To decide whether two atoms are bonded or not, a first
orbital inspection provides arguments that are familiar to most
chemists. Molecule 1a exhibits a frontier orbital picture 

presented in Figure 2  that is typical for folded
diphosphadithiatetrazocines, and the appearance of the highest

occupied Kohn−Sham molecular orbital makes a strong case
for the existence of a cross-ring S···S bond.
This observation seems to open up the possibility to

determine the strength of the S···S interaction BESS: dicationic
ground state geometries 22+ serve as basis for planar, but
neutral diphosphadithiatetrazocines 2, and the isomerization
energy for the process 2 → 1 is assumed to be directly related
to BESS. The energy of this reaction is referred to as folding
energy ΔEfold, and to a first approximation, the relationship
BESS ≈ −ΔEfold holds. This reaction, among others that might
be employed to determine a value of BESS, is illustrated in
Figure 3, while Table 2 contains isomerization energies ΔEfold,
relevant counterpoise corrected26 reaction energies ΔE1S, ΔE2S,
and strengths of the S···S interaction BESS.

Figure 1. Geometric arrangements of folded diphosphadithiatetrazo-
cines 1a−1g and of their planar cationic counterparts 2a2+−2g2+.

Table 1. Transannular Sulfur−Sulfur Separation (in pm) for Diphosphadithiatetrazocines 1a−1g in Their Folded Arrangement,
Obtained from Computation (entries 1−5) and Experiment (entry 6)

1a 1b 1c 1d 1e 1f 1g

1 B3PW91/def2-TZVPa 253 253 253 253 253 256 256
2 B3PW91/TZVPa 267 262 263 264 265 269 269

d(S···S) 3 B3LYP/6-311+G(3df)b 262 262 263 267
4 B3LYP/6-31+G(3df)c 267
5 B3LYP/6-31+G(d)c 279 287
6 crystal Structure 255d 253e 250f 253f

aThis work. bRef 6. cRef 21. dRef 4. eRef 8. fRef 9.

Figure 2. Kohn−Sham frontier molecular orbitals for 1a and 2a
(contour value: 0.10 au).

Figure 3. Elementary reactions for BESS determination.
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While BESS-values derived from ΔEfold result in a reasonable
S−S bond energy (≈200 kJ/mol) that falls within the lower
range of Denk’s disulfide bond-strength scale (170−330 kJ/
mol), specific aspects are in qualitative disagreement with
previous work. The data of Table 2 indicate that halogen
substitution in 1- and 5-position enhances the S−S bond
strength, yet Chivers and co-workers have reported that the S···
S interaction “is somewhat weaker in a 1,5-diphosphadithiate-
trazocine with substituents of higher electronegativity”.6 It is
most likely the neglect of changes in global homoaromaticity1

associated with a folding process 1 → 2 that is to a large part
responsible for this discrepancy.
In a direct approach to cross-ring sulfur−sulfur bonding,

sulfur removal energies are calculated. The energy for the
reaction 1 → 1′ + S is referred to as ΔE1S (see Figure 3). Basic
orbital arguments suggest that the resulting fragment 1′ has two
unpaired electrons; we classify the electronic states resulting
from spin-independent density calculations in terms of their
spin density, Δσ = |ρ(β) − ρ(α)|.
The bonding interaction of each sulfur atom in diphospha-

dithiatetrazocines is not restricted to the build-up of a cross-
ring S···S link, but if one considers the same reaction for a
planar ring system 2 → 2′ + S with a sulfur removal energy
ΔE2S, and if one further assumes that the individual bonding
components for sulfur atoms, such as S−N bonds, are
approximately the same in the isoelectronic and isomeric
folded and planar systems 1 and 2, one arrives at an estimate

for the strength of an S···S bond as BESS = ΔE1S − ΔE2S.
Relevant energies are collected in Table 2.
The energies for a transannular sulfur−sulfur bond are now

in agreement with previous results in that substituents at
phosphorus reduce the S−S bond strength as their electro-
negativity increases. In general, electron-withdrawing substitu-
ents weaken, while electron-donating groups strengthen the
cross-ring sulfur interaction.
The cross-ring S−S bond strength for 1a has been estimated

before using a similar fragment-based approach, but choosing
an anionic rather a cationic model for a planar P2N4S2 ring.

27

Given the fact that the previous analysis did not use optimized
reference geometries, but estimated structures based on related
solid-state arrangements4,28 − an approach that can be expected
to slightly underestimate the sulfur−sulfur interaction energy −
the previous value, BESS(1a) = 133 kJ/mol, and the current
result, BESS(1a) = 149 kJ/mol, are in gratifying agreement.
Of foremost significance is the notion that BESS energies

based on sulfur removal fall outside the range of disulfide bond
energies established by Denk7 and are significantly smaller. The
fragment-based analyses suggest that there is some stabilizing
cross-ring S···S interaction within folded diphosphadithiate-
trazocines, which however is not the same as a general disulfide
bond. Topology analyses of electron densities might provide
favorable insights into the essentials of transannular sulfur−
sulfur bonding.

Topology of the Cross-Ring Sulfur−Sulfur Interaction.
To establish a frame of reference, we begin with a topology
analysis of what might be considered a regular disulfide bond,
and hydrogen disulfide 3 is chosen as a quintessential
representative. The topologies of ρ(r), the electron charge
density, and of ν(r), a function based on electron local kinetic
energy densities, are evaluated in terms of their (3,−3) and
(3,−1) critical points (CPs). Since the concept of QCT is
gaining more and more familiarity among chemists, we
withhold a detailed description of the methodological back-
ground and refer the interested reader to the literature.15−17,29

Topologies of ρ(r) and ν(r) for compound 3, and of ν(r) for
compound 1a, chosen as representative of folded diphospha-

Table 2. Reaction Energies ΔEfold, ΔE1S, ΔE2S, and Strengths
of S···S Interactions BESS for Diphosphadithiatetrazocines
Representatives a−ga

a b c d e f g

ΔEfold −194 −206 −191 −204 −217 −200 −169
ΔE1S 851 847 850 844 836 858 845
ΔE2S 702 705 698 708 708 751 723
BESS 149 142 152 136 128 107 122

aIn kJ/mol; see Figure 3 for reaction definitions.

Figure 4. Density topologies of molecules 3 and 1a: (a) (3,−1) CPs in ρ (r) for 3; (b) Γ+ and Δ− CPs in ν(r) for 3; (c) Γ+ and Δ− CPs in ν(r) for
the S···S region in 1a; (d) Γ+ and Δ− CPs in ν(r) for the H···H region in 1a ((3,−1) and Δ− CPs as gray and/or orange spheres; Γ+ CPs as black
spheres; BPs and maxKCLs as black dotted lines).
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dithiatetrazocines, are depicted in Figure 4, and we have a first
look at the charge density topology of H2S2 3. In general, the
local maxima in ρ(r) occur at the positions of the nuclei,29 and
the nuclear positions in ρ(r) thus behave topologically as do
(3,−3) CPs. The presence of (3,−1) CPs between each pair of
nuclei, which are considered to be bonded to one another,
completes the definition of a molecular structure. These critical
points are thus referred to as bond critical points (BCP). Lines
of maximum density that link neighboring nuclei of a molecular
system in stable electrostatic equilibrium terminate at BCPs and
establish an intermolecular connection. These lines project
pathways of steepest descent and are referred to as bond paths
(BP). All these features are well represented in the charge
density topology of 3 (see Figure 4a); the charge value of 0.141
au for the BCP located between the two sulfur atoms is in
adequate agreement with the results of a previous study.30

Contrary to ρ(r), the function ν(r) features additional (3,−
3) CPs (attractors Γ+) between connected atoms and in
molecular regions associated with lone pairs.12 Lines that trace
a gradient path of steepest ascent originate at (3,−1) CPs
(saddle points Δ−) and terminate at attractors Γ+. Such lines
are referred to as maximum kinetic connection lines
(maxKCL). The ν(r) topology of 3 (see Figure 4b) suggests
that the disulfide bond is not of pure covalent nature. For 3,
only a Γ+ attractor is located approximately on the S---S
connection line but no saddle points Δ−. Thus, contrary to
common covalent bonding,16 the interacting atoms are not
directly connected to the bond attractor Γ+ via maxKCL
trajectories, which might be interpreted as the signature of a
charge-shift bond.16

A charge-shift bond is dominated by the superposition of the
covalent form and the two possible ionic forms of any bond
between two atoms, and bonds bearing adjacent lone pairs and/
or involving electronegative atoms are prone to charge-shift
bonding.31 Thus, a charge-shift bond is not only variable in
character but consequently also in energy. The fact that a
disulfide bond is a charge-shift bond might provide a first
explanation for Denk’s extended sulfur−sulfur bond strength
range.7

Chivers and co-workers have analyzed the charge density
topology for a variety of diphosphadithiatetrazocines and
localized BCPs that establish an S---S connection via bond
paths. B3LYP/6-311+G(3df) charge densities at the S---S BCPs
follow the order of 1a (0.057 au) = 1d (0.057 au) > 1e (0.056
au) > 1f (0.053 au).4 These values are significantly smaller than
the one obtained for the disulfide bond in 3 by a factor of about
2.5  in reasonable agreement with the observation that the
average cross-ring sulfur−sulfur interaction is about half as
strong as an average disulfide bond.
The authors also located additional BCPs between two

hydrogen atoms or two chlorine atoms in 1a, 1d, or 1e. But it is
pointed out that their small ρ(r) values of 0.007 au, 0.003 au,
and 0.004 au, respectively, “demonstrate rather weak
interactions”.6 After all, bond paths are not chemical bonds,32

and the interactions established by a topology analysis of the

charge density are not always fully comprehensible with
chemical clairvoyance. Furthermore, within the framework of
AIM, the question as to whether for a given molecule two
atoms are bonded or not is only meaningful in the context of
well-defined reference geometries,33 and the search for bonds is
strongly affected by the choice of the computational
approach.34

These observations might indicate that the theory of AIM
has its rightful critics, and BPs and BCPs are not to be mistaken
as indicators of a stabilizing interaction.35 We would agree with
the viewpoint that a model of the chemical bond should
“possess predictive power”,35 and the topology of ν (r) offers a
more detailed description of bonding. We recall that ν(r)-
values > 1/2 indicate stabilization and that the topology of ν(r)
features an additional attractor Γ+ between bonded atoms. For
a covalent bond, we find at least one additional saddle point Δ−
located in close proximity of atomic connection line, with a
ν(r)-value < 1/2 and establishing a direct connection between
bond Γ+ and atom Γ+.

16 For a charge shift bond, we still see a
bond attractor Γ+, but not in direct connection to the atomic
centers. One might refer to these two types of bonds as primary
electron-sharing bonds. Yet another situation is observed for
the cross-ring sulfur−sulfur interactions in diphosphadithiate-
trazocines, exemplified for 1a in Figure 4c. No bond attractor is
located between the sulfur atoms, but a (3,−1) saddle point Δ−,
in kinetic connection with lone pair attractors Γ+ of the two
sulfur atoms. For molecules 1a−1g, values of ν(r) for these two
critical points are collected in Table 3. We note that in all cases
the Δ−-ν(r) has a value > 1/2, but since the central point
between the two sulfur atom has a lower ν(r)-value than the
corresponding atomic connection points, the build-up of a
kinetic connection line requires a destabilizing increase in
kinetic energy. The resulting bond can be expected to be
weaker than a bond centered on an attractor Γ+, and one might
refer to such a bond as a secondary electron-sharing bond.
The fact that the topology of the kinetic energy density

descriptor ν(r) depicts the cross-ring sulfur−sulfur bond as a
weaker interaction than a regular disulfide bond is in qualitative
agreement with our fragment based analysis. Since the two
sulfur atoms are linked by a Δ−-saddle point, it is not the ν(r)-
value at the (3,−1) CP that directly correlates with our BESS

estimates but the increase in the kinetic energy density required
to establish a kinetic connection. The enlargement of the
kinetic energy density correlates with a lessening of ν(r)-values,
as represented by Δν = νΓ+

(r) − νΔ−
(r). It can be expected that

the smaller the destabilizing component Δν, the stronger the
sulfur−sulfur bond, and simple linear regression establishes a
correlation between these two bonding indicators. A regression
plot BEss = f(Δν) for compounds 1a−1g based on data of
Tables 2 and 3 is presented in Figure 5; the value for the
coefficient of determination R2 confirms a trustworthy
relationship between these two approaches for bond
description.

Table 3. Selected ν(r)-Values of Two Critical Points Γ+ and Δ− for Diphosphadithiatetrazocines Representatives 1a−1g (see
Figure 4)

1a 1b 1c 1d 1e 1f 1g

νΓ+
0.6134 0.6136 0.6137 0.6155 0.6142 0.6148 0.6123

νΔ−
0.5381 0.5380 0.5396 0.5396 0.5349 0.5307 0.5293

Δν 0.0753 0.0756 0.0741 0.0759 0.0793 0.0841 0.0830
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Not only does a topology analysis of the charge density ρ(r)
reveal the presence of (3,−1) CPs located between two H-
atoms of methyl groups bonded to different P-atoms; the ν(r)
topology displays similar features. In Figure 4d one observes
how two adjacent hydrogen atoms are connected by maxKCLs,
which originate at a saddle point Δ− located between the two
hydrogen centers. However, this is not an indication of a
secondary electron-sharing bond. While the ν(r) value for the
cross-ring S---S interaction is larger than 0.5 and indicates a
stabilizing decrease in the local kinetic energy density, the ν(r)
value for a putative hydrogen−hydrogen bond is significantly
smaller than the reference value of the uniform electron gas.
This is indicative for high-speed electrons and kinetic
destabilization. While a kinetic connection exists between the
two adjacent hydrogen atoms, this is not a stabilizing
interaction, and the topology of ν(r) apparently does not
support the idea of hydrogen−hydrogen bonding.

■ CONCLUSION
It appears that most important for the importance of being
bonded is the importance of defining bonded. A fragment-
based energy analysis allows one to associate a value for the S---
S bond strength, which suggest that the sulfur atoms in
diphosphadithiatetrazocines are bonded yet considerably
weaker than in a common disulfide bond. But this picture of
a cross-ring sulfur−sulfur bond is not free of ambiguities since it
depends on the choice of fragments used to describe the
formation and cannot directly be confirmed by experiment. The
topology analysis of the charge density is experimentally
accessible, albeit the relation between bond critical points and
chemical bonding is not always easily established in a
straightforward manner. The topology of a bond descriptor
based on the local kinetic energy ν(r) provides a similar, but
more detailed picture. (3,−3) maxima located between two
bonded atoms are indicative of bonds that bear a strong
covalent component, whereas (3,−1) saddle points with ν(r) >
0.5 indicate a weaker, secondary electron-sharing bond, as is the
case for transannular S---S interactions. The change in local
kinetic energy unifies the kinetic energy view of bonding with
results obtained from fragment-based energy decomposition.
While all these methods of analysis conclude that the sulfur
atoms in diphosphadithiatetrazocines interact in a stabilizing
fashion, the kinetic energy density description not only answers
the question to the existence of a bond, but also provides some
answers to the makeup of a bond.
As the first decade of the new millennium came to an end,

Chivers and Kanu construed the state of affairs of one branch of
chemical activity and offered an outlook into the future of main

group chemistry.36 The authors identified areas of activity that
range from fundamental to applied aspects, including novel
aspects of chemical bonding. But disputes about the correct
description of bonding, and in particular chemical bonding, are
of a general nature and ongoing.37 The local kinetic energy
approach might outline a new direction to proceed beyond the
bond.

■ COMPUTATIONAL DETAILS
Calculations based on the B3PW91 functional24 that produced
optimized geometries and final energies utilized the Gaussian 03
suite of programs.38 If not noted otherwise, Gaussian 03 default values
have been employed. Production runs made use of the balanced triple-
ζ basis set with polarization def2-TZVP,25 retrieved from the EMSL
exchange library,39 and comparison calculations were based on an
older version of a polarized triple-ζ basis set TZVP,40 as implemented
in Gaussian 03.

Topological analyses of kinetic energy densities employed a suitably
adjusted version of the program MORPHY,41 modified to allow for
analytical evaluation of ν(r) and its derivatives, and for the use of
Slater-type orbitals (STO). STO-based wave functions of polarized
triple-ζ quality42 were generated by the computational chemistry
package ADF.43 Graphical representations of molecular frameworks
and topology maps were produced using the graphical package Jmol.44
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